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P’roblem Detfinition and Contribution APProc

Learning Framework: Starting from sample specificity learning, i.e.,
cach sample as a class, alternatively train feature extractor and update
clustering results for subsequent training.

Feature
extraction

Goal: To perform unsupervised person re-identification with a robust
criterion in an agglomerative clustering framework.

Contributions: An unsupervised deep learning framework that
e proposes a dispersion based clustering criterion which considers both
within cluster compactness and between clusters separation.
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where T 1s a temperature parameter that controls the softness of prob-
ability distribution over classes, I 1s a lookup table (LUT) containing
the centroid feature of each class. After which a cross entropy (CE)

where n 1s the cardinality of C. As such, dispersion between clusters

1S written as:
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loss is imposed to align p(y|x, V) with the clustering resulting labels. | Thus, the dispersion based merging criterion is a combine of both

, o , . . above dispersion terms as follows:
Advantages: this form jointly considers inter-class and intra-class D,y = dgp + A(dy + dp) (4)

variances.

where A 1s a trade off parameter between two components.
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dispersion, thus can be prioritized in dispersion which can defer itself from Market-1501 | DukeMTMC-relD MARS DukeMTMC-VideoRelD
Methods
first few merging stages. merging rank-1 mAP | rank-1 =~ mAP | rank-1 mAP | rank-1 mAP
BUC [15] | 629 338 | 413 225 | 555 319 | 607 50.8
On the other hand: Proposed criterion (Eq. (4)) ensures the forming BUC[I5] | 662 383 | 474 275 | 61.1 380 | 692 61.9
DBC 662 387 | 482 275 | 598 372 | 718 63.2
ot compact and well-separated cluster results, serves the same purpose | . 02 113 | 515 300 | e13  a3g | 759 1

as the repelled loss, eventually speeds up learning 1n a reciprocal way.

- denotes removal of regularization term, i.e., cardinality in BUC and intra-cluster term (Eq. (3)) in BUC.
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- DBC has faster learning speed over BUC on DukeMTMC-VideoRelD dataset and enjoys a better performance \ . L S =) J clustered together.

robustness against varying target cluster numbers.
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rank-1 rank-5 rank-10 mAP | rank-1 rank-5 rank-10 mAP
BOW[42] None 398 924 605 148 A7l 288 5a s 8.3 OIM[22] None 337 48.1 548 135 | 511 705 762 433
OIM[36] None 38.0 580 663 140 | 245 388 460 113 i ' _ | _
UMDL[22] | Transfer | 345  52.6  59.6 124 | 185 314 376 173 DGM+IDE[57] | OneEx | 368 54.0 ' 168 | 423 579 693 336
PUL[5] Transfer | 447 591 656  20.1 | 304 464 507 164 Stepwise[17] | Onebx - 41.255.5 - 1961 56.2 /0.3 792 467
EUG[35] OneEx | 498 664 727 225 | 452 592 634 245 RACE[38] OneEx | 432 571 621 245 | - : ‘ '
SPGAN[3] | Transfer | 58.1 760 827 267 | 469 626 685 264 DALI1] Camera | 49.3 639 722 230 | - ‘ ' h
BUC[15] None | 61.1 751 800 380 | 692 8.1 858 619
TJ-AIDL[33] | Transfer | 58.2 - - 265 | 443 - - 23.0 UG5 Mgl _ 1 | o ead _ o
BUC[15] None 662  79.6 845 383 | 474 626 634 275 3. 2. ' - 2. - ' 3.
DBC None 692 830 878 413 | 515 646 701 30.0 DBC None | 643 792 8.1 438 | 752 870 N2  66.1
- "Transfer: External dataset with annotations used. - "Camera ": Camera view information is used. ** Details of additional information in this poster can be found via our journal version “Towards better Validity:

- "OneEx*: One labeled example per person is used. - "None*: No extra information used. Dispersion based Clustering for unsupervised Person Re-1dentification™ at https://arxiv.org/pdf/1906.01308.pdf




